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Exception Levels

Secure firmwareApplication

Normal world Secure world

User

SVC, ABT, IRQ, 
FIQ, UND, SYS

Hyp

Mon

Application Application Application

No Hypervisor in 
Secure world

Guest OS Guest OS Trusted OS

Hypervisor

Secure monitor

EL1

EL2

EL0

EL3
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