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Abstract—Deriving a formal specification from an informal design intent is an error-prone process. The resulting specification may be incomplete, unrealizable, or in conflict with the design intent. We propose a debugging method for incorrect specifications that does not need an implementation.

We show that we can explain conflicts with the design intent by explaining unrealizability. Our approach for explaining unrealizability is based on counterstrategies. Since counterstrategies may be large, we propose several ways to simplify them. First, we simplify the specification itself by removing both requirements and variables that do not contribute to the problem. Second, we heuristically search for a countertrace, i.e., a single input trace that suffices to demonstrate unrealizability. Finally, we present the countertrace or the counterstrategy to the user in extensive form as a graph and implicitly as an interactive game. We present experimental results for specifications given as GR(1) formulas.

I. INTRODUCTION

Ideally, a formal specification is written before the implementation. The specification can then be implemented either manually or automatically [20], [14], [10], [19]. In this scenario, the specification must have the highest quality possible. The same holds if the specification is written as independent verification IP. This scenario occurs quite frequently, for instance for protocols [7]. Creating a formal specification is an error-prone process and it is hard to achieve a high quality [12], [18], [6], [9], [5]. First, a specification may be incomplete. Second, it may be unrealizable, i.e., there may not be any implementation fulfilling it. Third, the specification might define something different from the engineer’s original (informal) design intent. The aim of this paper is to debug specifications in the absence of an implementation.

Incomplete specifications have been addressed before. Katz et al. [12] analyze the completeness of a specification with respect to a given implementation. Claessen [6] gives a coverage analysis of a list of safety properties, introducing the notion of “forgotten cases” in which the system is underspecified. Fisman et al. [8] propose to check if a specification can be mutated into a simpler equivalent one in order to detect “inherent vacuity”. The approaches of [6] and [8] are independent of an actual implementation.

The first contribution of this paper is a method to tackle inconsistencies between the specification and the design intent. Suppose there is an implementation that was either automatically synthesized from the formal specification or implemented manually. Suppose further that this system exhibits some behavior that differs from the designer’s original intent, although the system conforms to the specification. In that case, either the specification is incomplete, or there is an inconsistency between the (informal) design intent and the specification. We will show that explaining such inconsistencies can be reduced to explaining unrealizability of specifications.

Unrealizability is a problem of its own. Our experience with the synthesis tools Lily [10] and Anzu [11] shows that mistakes during specification development often lead to unrealizability. Explaining unrealizability is difficult. There is no way to execute or simulate an unrealizable specification to track down the error, like one would do with erroneous implementations. Tools like RAT [18] explain why single traces do not fulfill the specification, but this does not suffice to explain unrealizability. Note that realizability is not the same as satisfiability. A specification is satisfiable if there is one input/output trace that satisfies the specification. In contrast, realizability requires that for each input trace we can construct a correct output trace step by step. Our case study shows that many unrealizable specifications are still satisfiable. Thus, known techniques from SAT solvers cannot be used to find the cause of unrealizability.

We present an interactive approach for explaining unrealizability, based on the following idea: When a user learns that her specification is unrealizable, she will be puzzled, since she must have imagined an implementation. In order to show that the imagined implementation is flawed, the debugging tool takes on the role of the environment, while the user takes on the role of the system. (See Fig. 1.) The tool provides inputs and the user tries to provide outputs conforming to the specification. The tool uses a counterstrategy to find inputs in such a way that there is no response of the system that fulfills the specification. Hence, the user will fail. However, while trying, she gains insights into why there is no way for her to comply with the specification, i.e., why the specification is unrealizable. She can subsequently use this knowledge to correct the specification.

Our experience shows that just presenting a counterstrategy does not suffice to explain unrealizability of larger specifications. The counterstrategy can be so complex that the user is unable to learn where the specification is too restrictive to be realizable. Thus, we present several simplifications. We adopt the idea of Cimatti et al. [5] to compute an unrealizable core. As the second contribution of this paper, we improve...
over [5] by removing unnecessary signals and using delta debugging [26], an efficient minimization algorithm. Removing signals is crucial: just computing an unrealizable core leads to a specification that is harder to explain, not easier. Our signals is crucial: just computing an unrealizable core leads bugging [26], an efficient minimization algorithm. Removing over [5] by removing unnecessary signals and using delta de-

**A. Automata**

A (deterministic and complete) automaton is a tuple $A = (Q, \Sigma, T, q_0, Acc)$, where $Q$ is a finite set of states, $\Sigma$ is a finite alphabet, $T : Q \times \Sigma \rightarrow Q$ is a deterministic and complete transition function, $q_0 \in Q$ is the initial state, and $Acc : Q^\omega \rightarrow \{false, true\}$ is the acceptance condition. A run of the automaton $A$ on an (infinite) word $\sigma = \sigma_0\sigma_1\sigma_2 \ldots \in \Sigma^\omega$ is an infinite sequence of states $\pi = q_0q_1q_2 \ldots \in Q^\omega$ such that $q_{i+1} = T(q_i, \sigma_i)$ for all $i \geq 0$. The run is accepting iff $Acc(\pi) = true$.

A deterministic and complete Büchi word automaton (DBW) is an automaton in which $Acc$ is given as a set of states $F \subseteq Q$ such that $Acc(\pi) = true$ iff $inf(\pi) \cap F \neq \emptyset$, where $inf(\pi)$ is the set of states that occur infinitely often in $\pi$.

In the following, we assume that $Q = 2^Y$ for a set $V$ of state bits, and that $\Sigma = 2^X \times 2^Y$ for a set $X$ of Boolean input signals and a set $Y$ of Boolean output signals. We write $X = 2^X$ and $Y = 2^Y$. For $\pi = x_0x_1 \ldots \in X^\omega$ and $y = y_0y_1 \ldots \in Y^\omega$ we define $\pi||y = (x_0, y_0)(x_1, y_1) \ldots \in \Sigma^\omega$ as their combination.

**B. Generalized Reactivity**

**Generalized Reactivity (1)** specifications form a subset of Linear Temporal Logic (LTL) [19]. They specify the interaction between an environment (controlling the input variables $X$) and a system (controlling the output variables $Y$) and consist of two parts: assumptions and guarantees. The specification states that the system must fulfill all guarantees whenever the environment fulfills all assumptions.

A GR(1) specification consists of $m+n$ DBWs representing $m$ environment assumptions and $n$ system guarantees [19]. With $A_i^e = (Q_i^e, \Sigma, T_i^e, q_0^e, F_i^e)$ we denote the DBWs representing environment assumptions. The DBWs representing system guarantees are denoted $A_i^s = (Q_i^s, \Sigma, T_i^s, q_0^s, F_i^s)$. All DBWs share the alphabet $\Sigma$. Let $A_{GR1}^f = (Q, \Sigma, T, q_0, Acc)$ be the product of all DBWs $A_i^e$ and $A_i^s$, where the state space is $Q = Q_0^e \times \ldots \times Q_m^e \times Q_0^s \times \ldots \times Q_n^s$. The transition function is $T((q_0^e, \ldots, q_m^e), \sigma) = (T_i^e(q_i^e, \sigma), \ldots, T_n^s(q_n^s, \sigma))$, and the initial state is $q_0 = (q_0^e(0, \ldots, q_m^e(0)), q_0^s)$. Let $J_i^e = \{(q_0^e, \ldots, q_m^e) \mid q_i^e \in F_i^e\}$ be the set of all states of the product automaton $A_{GR1}^f$ that are accepting in $A_i^e$. Similarly, let $J_i^s$ be the set of all states of $A_{GR1}^f$ that are accepting in $A_i^s$. The acceptance condition $Acc$ is

$$Acc(\pi) \iff \forall i : inf(\pi) \cap J_i^e \neq \emptyset \rightarrow \forall j : inf(\pi) \cap J_j^s \neq \emptyset.$$  

Thus, a run of $A_{GR1}^f$ is accepting iff all sets $J_i^s$ of accepting states of the system are visited infinitely often, or some set $J_i^e$ of accepting states of the environment is visited only finitely often.

**C. Games and Strategies**

A game is a tuple $G = (Q, \Sigma, T, q_0, Win)$, where $Q$, $T$, and $q_0$ are defined as for DBWs and $Win : Q^\omega \rightarrow \{false, true\}$. The game is played by two players. A play of $G$ is an infinite sequence of states $\pi = q_0q_1q_2 \ldots \in Q^\omega$, where $q_{i+1} = T(q_i, \sigma_i)$ for $i \geq 0$. The letters $\sigma_i = (x_i, y_i)$ are successively chosen by the players: In each step Player 1 first chooses $x_i$, after which Player 2 chooses $y_i$. A play $\pi$ is won by Player 1 iff $Win(\pi) = true$. Otherwise it is lost for Player 1 and won for Player 2. Note that Player 1 cannot react
to Player 2 and thus acts like a Moore machine. In contrast, Player 2 acts like a Mealy machine.

For GR(1) games, finite memory strategies suffice [19]. A (finite memory) strategy for Player 1 in the game \( G \) is a tuple \((\Gamma, \gamma_0, \rho)\), where \( \rho \subseteq (Q \times \Gamma \times X \times \Gamma) \), \( \Gamma \) is some (finite) set representing the memory, and \( \gamma_0 \in \Gamma \) is the initial memory content. The relation \( \rho \) maps a state of the game and the memory content to a set of possible choices for the inputs and an updated memory content. We require that \( \rho \) is complete, i.e., \( \forall q, \gamma \exists x, \gamma' : (q, \gamma, x, \gamma') \in \rho \). A play \( \pi = q_0q_1 \ldots \) conforms to a strategy \((\Gamma, \gamma_0, \rho)\), if there is a sequence \((x_0, y_0)(x_1, y_1)\ldots \in \Sigma^\omega \) and a sequence \( \gamma_0\gamma_1\ldots \in \Gamma^\omega \) such that for all \( i \geq 0 \), \((q_i, \gamma_i, x_i, \gamma_{i+1}) \in \rho \) and \( q_{i+1} = T(q_i, (x_i, y_i)) \). A strategy is winning from a state \( q \in Q \) iff all plays starting from \( q \) and conforming to the strategy are won by Player 1. The winning region \( W \subseteq Q \) of Player 1 is the set of states for which a winning strategy for Player 1 exists. A counterstrategy is a winning strategy for Player 1 from \( q_0 \).

A co-GR(1) game \( G_{env}^{GR1} \) (where Player 1 is the environment and Player 2 is the system) can be constructed from the automaton \( A_{env}^{GR1} \). The winning condition of \( G_{env}^{GR1} \) is the complement of the GR(1) acceptance condition:

\[
\text{Win}(\pi) \iff (\forall i : \text{inf}(\pi_i) \cap J_i \neq \emptyset) \land (\exists j : \text{inf}(\pi_j) \cap J_j = \emptyset) \quad (1)
\]

D. \( \mu \)-Calculus

We will use the propositional \( \mu \)-calculus [13] extended with a mixed-preimage operator \( \text{MX} \), defined on sets of states of a game. Let \( \text{Var} \) be a set of variables each representing a specific subset of \( Q \). The syntax of \( \mu \)-calculus formulas is defined recursively: Every subset \( S \subseteq Q \) and every variable \( Y \in \text{Var} \) is a \( \mu \)-calculus formula. If \( P, Q \) are \( \mu \)-calculus formulas, so are \( \neg P, P \cup Q, P \cap Q \), with the expected semantics. Furthermore, for \( Y \in \text{Var}, \mu Y \cdot P(Y), \nu Y \cdot P(Y), \) and \( \text{MX}(Y) \) are \( \mu \)-calculus formulas defined as

\[
\mu Y.P(Y) = \bigcup_i Y_i, \quad \text{where } Y_0 = \emptyset \text{ and } Y_{i+1} = P(Y_i), \quad (2)
\]

\[
\nu Y.P(Y) = \bigcap_i Y_i, \quad \text{where } Y_0 = Q \text{ and } Y_{i+1} = P(Y_i),
\]

\[
\text{MX}(P) = \{ q \in Q \mid \exists x \in X : \forall y \in Y : T(q, (x, y)) \in P \}.
\]

The expression \( \text{MX}(P) \) denotes the set of states from which the environment can force a play into a state of \( P \) in one step. The order of existential and universal quantification corresponds to the fact that Player 1 moves first. We also define \( \text{MX}_c(P) = (\{ q \in Q \mid \forall y \in Y : T(q, (x, y)) \in P \} \), i.e., the set of all states from which the games moves to \( P \) if Player 1 chooses input \( x \).

E. Delta Debugging

Delta debugging [26] is an algorithm for minimization problems. Let \( S \) be a set that fails some test, denoted by \( \text{test}(S) = \times \). We assume that some subset of \( S \) is “responsible” for the failing test and that \( \text{test} \) is monotonic: \( \text{test}(S) = \times \rightarrow (\forall S' \supseteq S : \text{test}(S') = \times) \). The algorithm finds a minimal subset \( S' \subseteq S \) so that \( \text{test}(S') = \times \). The algorithm is defined recursively: \( \text{ddmin}(c) = d(c, 2) \), and

\[
d(c, n) = \begin{cases} d(c_1, 2) & \text{if } \exists i : \text{test}(c_i) = \times \\ d(\pi_{\text{max}}(n-1, 2)) & \text{else if } \exists i : \text{test}(\pi_i) = \times \\ d(c, \min(|c|, 2n)) & \text{else if } n < |c| \\ c & \text{otherwise,} \\
\end{cases}
\]

where \( (c_1, \ldots, c_n) \) is a partition of \( c \) into \( n \) approximately equally-sized parts. The set \( \pi_i \) is defined as \( c \setminus c_i \).

The intuition behind this algorithm is a divide and conquer approach. At first, the set \( c \) is split in two parts and both are subjected to the test. If one of them fails the test, i.e., still contains a problem, the algorithm proceeds recursively on this part only. If both parts pass the test, elements from both parts contribute to the problem. Thus, the granularity of the partition is doubled. Since not only the subsets themselves but also their complements are tested, larger sets are tried as well. Eventually the algorithm returns a minimal subset that fails the test.

III. DEBUGGING APPROACH

This section introduces our generic debugging approach. We assume that we are given a temporal specification \( \varphi = A \rightarrow G \) over \( X \) and \( Y \), where \( A \) is a (possibly empty) set of environment assumptions and \( G \) is a set of system guarantees. We assume that we are given functions \text{realizable} and \text{sat} that decide realizability and satisfiability. We also assume that the specification can be turned into a two-player finite game and that we have a procedure that returns a finite state counterstrategy for an unrealizable specification. We further require that guarantees \( g \in G \) can be removed from \( \varphi \), and that output signals \( y \in Y \) can be quantified existentially from the guarantees. These assumptions are relatively weak and hold for such logics as LTL. After presenting the general approach, we will instantiate it for GR(1).

A. Debugging Undesired Behavior

Inconsistencies between the formal specification and the designer’s informal design intent may surface when a system has been built that satisfies the specification but not the design intent. The designer then has to change the specification to adhere to the design intent.

Fig. 2 illustrates our approach to handle mismatches with the design intent. We distinguish two cases:

1) The specification is incomplete, i.e., there is an implementation of the specification meeting the design intent.

2) Any system exhibiting the desired behavior violates the specification. This means that the specification is so
restrictive that there exists no implementation of the specification that shows the desired behavior.

The two cases can be distinguished by augmenting the specification with a guarantee that enforces the required behavior. If the modified specification is realizable, the original specification was incomplete and needs to be refined. Otherwise, we need to explain to the user why enforcing the desired behavior makes the specification unrealizable.

First, however, the desired behavior must be specified. We would like to provide the user with a method to obtain a relatively general requirement from the incorrect trace. We propose to allow the user to change any number of signal values in the incorrect trace to the desired value 0, 1, or −, where − stands for “don’t care”. The tool then checks whether the input part of the trace conforms to the environment assumptions. If not, a corresponding warning is given to the user as the system is not required to fulfill its guarantees for such inputs. Next, the tool converts the given trace into a guarantee $g_{\text{new}}$ in the following way. Each time step $i$ of the desired trace $\hat{t}$ represents a function $t_i: (X \cup Y) \to \{0, 1, -\}$. An input trace $\pi = x_0x_1\ldots \in X^\omega$ conforms to the desired trace $\hat{t}$ (written $\pi \models \hat{t}$) iff

$$\forall i : \forall s \in X : (t_i(s) = 0 \rightarrow s \notin x_i) \land (t_i(s) = 1 \rightarrow s \in x_i).$$

Conformance with an output trace (written $\pi \models \hat{t}$) is defined analogously. The guarantee $g_{\text{new}}$ must accept exactly the words $\{\pi_i\mid \pi \in X^\omega\}$ such that $\pi \models \hat{t} \rightarrow \pi \models \hat{t}$. This enforces the desired outputs whenever the given input scenario applies. The construction of $g_{\text{new}}$ from the desired trace $\hat{t}$ depends on the actual specification language.

The guarantee $g_{\text{new}}$ is then added to the original specification $\varphi = A \rightarrow G$ to obtain $\varphi' = A \rightarrow G \cup \{g_{\text{new}}\}$. Next, we check $\varphi'$ for realizability. If $\varphi'$ is realizable, it is a valid refinement of $\varphi$ and the undesired behavior has been successfully eliminated. Otherwise we proceed by explaining the reasons for unrealizability as outlined in the next section.

### B. Debugging Unrealizability

The flow of our method to explain unrealizability is depicted in Fig. 3. First, we check for satisfiability. For unsatisfiable specifications, trace-based debugging methods can be used [18]. If the specification is satisfiable, but not realizable, we apply a minimization step to find an unrealizable core. Only the part that is inconsistent or in conflict with the design intent (cf. Section III-A) remains. Based on this simplified specification, we then compute a counterstrategy. The counterstrategy is a finite state strategy such that the specification cannot be fulfilled if the environment adheres to it. We then attempt to obtain a countertrace from the counterstrategy. Countertraces and counterstrategies are finally presented to the user as a summarizing graph, and in form of an interactive game. The next sections explain the steps of this procedure in more detail.

### C. Minimizing the Specification

Debugging an unrealizable specification $\varphi = A \rightarrow G$ is especially hard if it is large. However, the cause of unrealizability often involves only small parts of $\varphi$. Removing the rest leads to a simpler specification $\hat{\varphi}$ that is still unrealizable and easier to debug. Our experiments will show that minimization speeds up the computation of counterstrategies and leads to easier-to-understand games.

Removing environment assumptions would confuse the user during the interactive game as it adds (environment) behavior that the user originally excluded with these assumptions. Thus, we only remove system guarantees, looking for a minimal unrealizable core. Removing guarantees leads to shorter specifications. Surprisingly, the corresponding game is often more difficult to understand than the original. The reason is that removing guarantees adds (system) behavior. This results in more possible plays and a larger game graph. We counteract this effect by removing unnecessary outputs as well. We can do this by existentially quantifying them from all guarantees. This operation will be denoted $\exists Y': G$ for some set $Y' \subseteq Y$ of outputs to remove.

**Lemma 1:** If $\varphi = A \rightarrow G$ is a realizable specification, so is $\varphi' = A \rightarrow (\exists Y': G')$, for all $G' \subseteq G$, $Y' \subseteq Y$.

**Lemma 2:** Let $(\Gamma, \gamma_0, \rho)$ be a counterstrategy for specification $\varphi' = A \rightarrow (\exists Y': G')$, with $G' \subseteq G$, $Y' \subseteq Y$. Then $(\Gamma, \gamma_0, \rho)$ is also a counterstrategy for $\varphi = A \rightarrow G$.

Lemma 1 states that removing guarantees or output signals preserves realizability. Furthermore, Lemma 2 states that minimizing the number of guarantees and output signals is helpful for finding a simple explanation for unrealizability, because the counterstrategy for the minimized system also applies to the original specification.

Cimatti et al. [5] propose to find an unrealizable core by removing one guarantee after the other. Thus, they require exactly $|G|$ checks for realizability to find the core. We attempt to reduce the average number of checks by using delta debugging [26]. This algorithm expects a set to be minimized as argument and uses a function $test$. We define $test(G' \cup Y') = \text{realizable}(A \rightarrow (\exists Y \setminus Y': G'))$ and compute a minimized specification $\hat{\varphi} = A \rightarrow (\exists Y \setminus Y : G)$, where $Y = D \cap Y$, $G = D \cap G$, and $D = \text{ddmin}(G \cup Y)$. We apply Lemma 1 to further reduce the number of realizability checks (cf. [26]): We store all sets $R = G' \cup Y'$ such that $A \rightarrow (\exists Y \setminus Y': G')$ is realizable. We do not have to recompute realizability if we encounter a subset $R'$ of a stored set $R$.

**Theorem 1:** $\forall G' \subseteq G, Y' \subseteq Y : ((G', Y') \neq (G, Y)) \rightarrow \text{realizable}(A \rightarrow (\exists Y \setminus Y': G')).$

**Proof:** See the proof of Proposition 11 in [26].

### D. Countertraces

In general, the inputs given by the counterstrategy depend on the previous outputs of the system. Thus, a counterstrategy can be viewed as a graph or an interactive game. To make
things easier for the user we would prefer to construct a single countertrace, i.e., an infinite trace $\pi \in X^\omega$ for which there is no $\overline{y} \in Y^\omega$ such that $\pi \parallel \overline{y}$ fulfills the specification. If the inputs that the user faces are always the same, regardless of her choice of outputs, the time and effort for understanding why she always loses the game is much lower. Unfortunately, such a countertrace does not always exist. A typical example is the LTL specification $G(y \leftarrow X x)$. This specification is not realizable, but for any given input trace $\pi$ there is an output trace $\overline{y}$ such that $\pi \parallel \overline{y}$ fulfills the specification [21], [17].

We can compute whether a countertrace exists by existentially quantifying the output variables from the game automaton, complementing the automaton, and checking for emptiness. However, the game automaton may be non-deterministic after quantification and complementing it would cause an exponential blow-up. We consider that intractable and therefore present a heuristic. It does not always find a countertrace, even if one exists. However, our experiments show that it suffices for many cases of interest.

Our heuristic starts with a counterstrategy $(\Gamma, \gamma_0, \rho)$ for a game $G = (Q, \Sigma, T, q_0, \text{Win})$, where $\rho \subseteq (Q \times T \times X \times \Gamma)$. We simultaneously compute a countertrace $\pi = x_0 x_1 \ldots \in X^\omega$ and a sequence of sets $S_i \subseteq (Q \times T)$, where $S_i$ contains all pairs of state and memory content possible after $x_0 \ldots x_{i-1}$ has been used as input. We start with $S_0 = \{(q_0, \gamma_0)\}$ and define

$$S_{i+1} = \{ (q', \gamma') \mid \exists (q, \gamma) \in S_i \text{ and } q' = T(q, (x_i, y)) \land (q, \gamma, x_i, \gamma') \in \rho \},$$

where $x_i$ is chosen arbitrarily from the set $T_i = \{ x \in X \mid \forall (q, \gamma) \in S_i \exists \gamma' : (q, \gamma, x, \gamma') \in \rho \}$. Intuitively, the set $T_i$ contains all inputs that conform to the counterstrategy, no matter in which precise state $(q_i, \gamma_i) \in S_i$ the play is. Thus, $x_i$ is independent of the previous moves of the system. If $T_i = \emptyset$ for any $i$, our heuristic fails.

Let $k$ be the smallest number such that $S_k \subseteq S_j$ for some $j < k$. We can easily show by induction that if we pick $x_{k+i} = x_{j+i}$, then $T_{k+i} \supseteq T_{j+i}$ and $\emptyset \subset S_{k+i} \subseteq S_{j+i}$ for all $i \geq 0$ (the former inclusion by completeness of $T$, the latter by monotonicity of the definition of $S_{i+1}$).

Thus, we can stop the computation when we find a set inclusion, obtaining a lasso-shaped countertrace $\pi$ composed of the finite stem $x_0 \ldots x_{j-1}$ and infinite many repetitions of $x_j \ldots x_{k-1}$. Although the upper bound for $k$ is exponential in the number of states, our experiments show that it is typically rather small ($< 10$ in most cases).

A countertrace represents a strategy $(\Gamma, 0, \rho)$ with memory $\Gamma = \{0, \ldots, k - 1\}$. We define

$$\rho = \{(q, i, x_a, i \oplus 1) \mid q \in Q \land i \in \Gamma \},$$

where

$$i \oplus 1 = \begin{cases} 
i + 1 & \text{if } a < k - 1, \\ j & \text{if } a = k - 1. \end{cases}$$

**Theorem 2:** Every play $\pi$ that conforms to the strategy $(\Gamma, 0, \rho)$ also conforms to the counterstrategy $(\Gamma, \gamma_0, \rho)$ and is thus won by the environment.

**Proof:** The inputs $x_i$ dictated by $\rho_\pi$ are (singleton) subsets of the inputs that are allowed by $\rho$. This follows trivially from the construction of $\pi$. 

---

### E. Graphs and Interactive Games

We suggest to use the counterstrategy (or the countertrace, if found) in two ways in order to illustrate the reason for unrealizability. First, the user can explore the counterstrategy in an interactive game. In every step, the strategy suggests an input and the user selects an output of the system. Playing and losing the game (repeatedly) allows the user to discover the reason for which the specification is unrealizable. Second, we display a graph $G$ that summarizes all possible plays in the game. Vertices in this graph correspond to state-memory pairs $(q, \gamma) \in (Q \times T)$, edges represent transitions that are allowed. The graph can be seen as a “cheat sheet” for the interactive game: it allows the user to see how the environment will react to her outputs. Thus, she may discard some choices a priori and thereby reduce the number of plays necessary to understand the cause of unrealizability.

---

### IV. DEBUGGING GR(1) SPECIFICATIONS

In this section we concretize our generic debugging method for GR(1) specifications. The class of GR(1) fulfills all the necessary premises stated in III. The environment assumption as well as the system guarantees are each represented by a set of DBWs. Our approach for debugging undesired behavior requires that the desired behavior can be transformed into a guarantee. Constructing a DBW that accepts the desired behavior is trivial when it is given as a trace. Removing guarantees reduces to removing DBWs from the according set. Removing output signals is done by existentially quantifying them in the symbolic representation of the DBWs. Realizability can be decided as shown in [19]. Synthesis of a counterstrategy for an unrealizable GR(1) specification has not been addressed before in the literature. We will show how this can be achieved in the next section. Furthermore, we address some GR(1) specific aspects of its illustration.

#### A. Counterstrategies for GR(1) Specifications

We derive a counterstrategy for the co-GR(1) game $G_{\text{env}}^\text{GR1} = (Q, \Sigma, T, q_0, \text{Win})$ from some intermediate results in the calculation of the winning region for the environment (Player 1). The winning region for the system (Player 2) is defined in [19]. The winning region for the environment is its complement. Hence, we obtain

$$W_{\text{env}}^\text{GR1} = \mu Z . \bigcup_{j=1}^{n} \nu Y . \bigcap_{i=1}^{m} \mu X . \left( \neg J_e^s \cup MX Z \right) \cap MX Y \cap \left( J_e^s \cup MX X \right).$$

**Theorem 3:** The set $W_{\text{env}}^\text{GR1}$ is the set of winning states for the environment in the co-GR(1) game $G_{\text{env}}^\text{GR1}$.

In order to formulate a counterstrategy, we define $Z_a$ to be the $a$-th iteration (according to Equation 2) of the fixpoint
computation of $Z$ in Equation 3. We also define $Y_{a,j}$ as
\[
\nu Y \cdot \bigcup_{i=1}^{m} \mu X \cdot (\neg J^c_j \cup MX \ Z_{a-1}) \cap MX Y \cap (J^c_j \cup MX X).
\]
Finally, $X_{a,j,i,c}$ is the $c$-th iteration of the fixpoint computation
\[
\mu X \cdot (\neg J^c_j \cup MX \ Z_{a-1}) \cap MX Y_{a-1,j} \cap (J^c_j \cup MX X).
\]
To ease notation, we also define $Z_{a}^{\text{new}} = Z_{a} \setminus Z_{a-1}$ and $X_{a,j,i,c}^{\text{new}} = X_{a,j,i,c} \setminus X_{a,j,c-1,i-1}$. We will further write $i \oplus 1$ for $(i \mod m) + 1$.

Let $\hat{Q} = Q \cap W_{\text{env}}^{GR1}$ be the set of states from which a counterstrategy for the co-GR(1) game exists. To obtain such a counterstrategy, we define four sub-strategies $\rho_1, \rho_2, \rho_3, \rho_4 \subseteq (\hat{Q} \times \Gamma \times X' \times \Gamma)$, where $\Gamma = I \times J$. The set $I = \{1, \ldots, m\}$ stores the index of the next set $J^c_j$ of accepting states of the environment that the play will reach. The set $J = \{0, 1, \ldots, n\}$ stores the index of the set $J^c_j$ of accepting states of the system that the environment tries to evade. The value $0$ is added to store the fact that the environment has not (yet) committed to any such set. The initial memory content is $\gamma_0 = (1,0)$.

We will build a strategy that makes sure that the play never moves from an iterate $Z_{a}^{\text{new}}$ to an iterate $Z_{a}^{\text{new}}$ with $i' > i$. Furthermore, for each $i$, there is a $j$ such that if the play remains in $Z_{a}^{\text{new}}$ then $J_j$ is never visited. This $j$ is stored in the second element of the memory. It is then easy to see that the environment always wins: If the play reaches $Z_1$, it is trapped, and the environment wins. In a higher iterate, either a system fairness condition is never fulfilled, or the game moves to a lower iterate. It is important that the environment takes advantage of each opportunity to take the play into a lower iterate, for otherwise the system could be able to visit $J^c_j$ states infinitely often for all $j$.

**Sub-strategy** $\rho_1$ is used to take the game into a smaller iterate of $Z$ whenever possible. This step changes the value of $j$. However, the system’s choice of $y$ can influence to which $Y_{a-1,j}$ the play proceeds. Thus, the environment can only choose the new value for $j$ after the system’s move. In order to remember to do so, $j$ is set to 0:
\[
\rho_1 = \{(q, (i,j), x, (i,0)) \mid \exists a \geq 2 : q \in Z_{a}^{\text{new}} \cap MX_x(Z_{a-1})\}
\]

**Sub-strategy** $\rho_2$ is applied whenever $j = 0$. It sets $j$ to a suitable value depending on the state the play is in:
\[
\rho_2 = \{(q, (i,0), x, (i,j')) \mid \exists a \geq 1 : q \in (Z_{a}^{\text{new}} \cap MX_x(Y_{a,j'})) \setminus MX(Z_{a-1})\}
\]

**Sub-strategy** $\rho_3$ is applied if the play is in a state of $J^c_j$. A state in $J^c_j \cap \rho$ should be reached next (possibly in several steps), thus $\rho_3$ updates the content of $i$:
\[
\rho_3 = \{(q, (i,j), x, (i,0), j) \mid j \neq 0 \land q \in J^c_j \land \exists a \geq 1 : q \in (Z_{a}^{\text{new}} \cap MX_x(Y_{a,j})) \setminus MX(Z_{a-1})\}
\]

**Sub-strategy** $\rho_4$ is used when the set $J^c_j$ is not yet reached. It is an attractor strategy forcing the play ever closer to $J^c_j$:
\[
\rho_4 = \{(q, (i,j), x, (i,j)) \mid j \neq 0 \land \exists a \geq 1, c \geq 2 : (q \in Z_{a}^{\text{new}} \cap X_{a,j,i,c}^{\text{new}} \cap MX_x(Y_{a,j,i,c-1})) \setminus MX(Z_{a-1})\}
\]

**Theorem 4:** In the co-GR(1) game $G_{\text{env}}^{GR1}$, the strategy $(I \times J, (1,0), \rho_{\text{env}}^{GR1})$ with $\rho_{\text{env}}^{GR1} = \rho_1 \cup \rho_2 \cup \rho_3 \cup \rho_4$ is a counterstrategy.

**B. Graphs and Interactive Games in case of GR(1)**

The current memory content of the counterstrategy is presented to the user during the interactive game as well as in the graph $G$. Knowing the index of the set $J^c_j$ which the environment tries to evade, the user can focus on reaching this set only. The user might indeed be able to reach a $J^c_j$ state. However, by doing so she allows the tool to force the play into a smaller iterate of $Z$ (using $\rho_1$).

**V. Experimental Results**

Our implementation, the specifications, and the scripts needed to reproduce the evaluations are available for download on the Anzu website\(^1\). Our results are summarized in Table I. All experiments were performed on an Intel Centrino 2 processor with $2 \times 2$ GHz and 3 GB RAM. We used two different specifications, both parametrized. The first one defines a bus arbiter [2], parameterized with the number of masters. We denote its variants by $A_{\text{bus}}$, where $x$ is the number of masters and $y$ is the kind of error we introduced in order to make the specification unrealizable. With $\text{woef}$ we indicate that a fairness constraint of the environment was removed, $\text{wst}$ means that a fairness constraint of the system was added, and $\text{wst}$ means that we impose additional restrictions on state transitions of the system. The second specification defines a generalized buffer [3] used by $n$ senders and two receivers. We denote its variants by $G_{\text{bus}}$, where $x$ defines the number of senders and $y$ is as before. All specification variants are satisfiable but not realizable. Their size ranges from 90 properties over 22 signals ($A_{\text{woef}}$) to 604 properties over 218 signals ($G_{\text{wst}}$).

Columns 1 to 4 present results without minimization. Columns 1 and 2 list the times for computation of the winning region $W_{\text{env}}^{GR1}$ and the counterstrategy’s relation $\rho_{\text{env}}^{GR1}$. Column 3 shows the number of vertices in the graph $G$. Column 4 indicates if a countertrace was found. Columns 5 to 10 summarize results when delta debugging is applied. Column 5 gives the number of realizability checks and Column 6 relates this to the number of checks necessary with the algorithm of [5], which we reimplemented for comparison. Column 7 gives the time for minimization with the algorithm of [5]. The time needed for delta debugging is shown in Column 8, and the time savings compared to [5] are shown as speed-up factor in Column 9. Column 10 finally contains the number of vertices in $G$ for the minimized specification. This number is a good

\(^1\)http://www.iaik.tugraz.at/content/research/design_verification/anzu/
In this section we present a practical example that illustrates our concepts. It specifies a bus arbiter with 2 masters. We will use lower case letters for inputs and upper case letters for outputs. The output signal $HMASTER$ is set to 0 whenever the bus is currently owned by master 0, and set to 1 whenever the bus is occupied by master 1. The output $START$ must be raised when the bus ownership changes. With the inputs $hbusreq0$ and $hbusreq1$, the bus can be requested by master 0 and master 1, respectively. There are further signals, among them $hburst0$, but their meaning is irrelevant for this example.

Fig. 4(a) depicts a possible simulation run, simplified to the signals of interest. The infinite loop is marked with gray background. Suppose the design intent was that $HMASTER=0$ as long as the input $hburst0$ keeps on changing. This behavior is not observed. Following our debugging approach (see Section III-A), the user specifies the design intent as

\[ (HMASTER=0 \land START=1) \]

(4)

This design intent is added as an additional guarantee to the specification. The new specification (A2wst in Table I) is unrealizable, which means that the design intent that was just added is in conflict with the rest of the specification.

To explain this conflict, our tool first minimizes the specification. The minimization algorithm removes 70% of the 15 formulas specifying the system. Besides the trace with which the user specified the design intent, the following guarantees remain:

\[ HMASTER=0 \land START=1, \]

(4)

\[ G((XSTART=0) \rightarrow (HMASTER=1 \leftrightarrow XHMASTER=1)) \]

(5)

\[ GF(HMASTER=1 \land hbusreq1=0). \]

(6)

As long as $hburst0$ keeps changing, $START$ cannot be raised, since this is forbidden by the trace in Fig. 4(b). Without $START$ being raised, the bus ownership cannot change (Equation 5). The bus is initially granted to master 0 (Equation 4). When the bus remains granted to master 0 ($HMASTER=0$) forever and is requested by master 1 ($hbusreq1=1$), the fairness constraint stated in Equation 6 cannot be fulfilled.
Our heuristic is able to find a countertrace that illustrates this problem. It is presented in Fig. 4(c) together with the only output trace that conforms to the design intent and fulfills Equation 4 and 5. Equation 6 is not fulfilled.

There are multiple ways to solve this conflict. Deciding which way is best depends on the design intent and can thus not be answered automatically.

VI. CONCLUSIONS AND FUTURE WORK

In this work we proposed the use of counterstrategies to debug specifications that are unrealizable or in conflict with the design intent. We also discussed techniques to keep the explanations for conflicts as simple as possible.

Countertraces give much simpler explanations than normal counterstrategies, because they are independent of the opponent’s moves. We presented a heuristic algorithm without exponential blow-up of the state space that is able to compute such a countertrace for some of the cases in which one exists. Our experience and experimental results show that they are a powerful tool. To the best of our knowledge, countertraces have not been mentioned in literature before.

Minimization by means of delta debugging can greatly reduce the complexity of an unrealizable specification, while still preserving the conflict. Compared to the minimization method of Cimatti et al. [5], our technique is much faster on average. Minimized specifications allow faster computations of counterstrategies, lead to simpler games and summarizing graphs, and increase the chance of finding a countertrace. Thus, performing minimization before applying other debugging techniques is crucial for larger specifications.

In the future, we plan to evaluate our techniques on bugs that were not artificially constructed, but occurred in real specification-development processes. We already started to integrate our debugging approach into RAT [18], utilizing its graphical user interface. Our goal here is to provide high usability and interoperability with other features of RAT.
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